Probability and Statistics

( Ľudmila Miklúšová, Jana Slosarčíková, Mária Sedláková, Viktória Takácsová )

Probability

- a quantitative measure of uncertainty.

- corresponds with the relative frequency of occurence of the result of a random event ( indeterministic process leading to one from the set of possible elementary results ): tossing a coin, rolling a die, drawing cards out of the deck as well as weather etc.

Sample space 

- arbitrary basic nonempty set ( ( finite or infinite, discrete or continuous ).

Basic ( elementary ) outcome 

- each element of the sample space.
Event

- any subset of the sample space ( = any set of elementary outcomes ). In the language of propositional calculus: any condition ( = formula ) for the result of the random event.

Complementary event to the event A
- the event( A. In the language of sets: 
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Mutually exclusive events A, B
- the proposition  A ( B is always false ( for each elementary outcome ). In the language of sets: A ( B = (  ( sets A, B are disjoint ).

Equiprobable sample space, uniform probability 

- all elementary outcomes or sets of elementary outcomes of the same “size” have the same physical chance that they really happen ( occur ).

Discrete sample space

- ( = { (k ; k 
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 T } where T ( N with given elementary probabilities pk ( 0 of basic outcomes (k satisfying the condition 
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Classical definition of probability

Definition: Let ( be an equiprobable finite sample space, let  A ( ( .
The probability of the event A is the number  P(A) = (A( /(((.

Discrete probability

Definition: Let ( be a discrete sample space, let  pk  be probabilities of basic outcomes, let  A ( ( . The probability of the event A is the number 
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Observation: Classical probability is a special case of the discrete probability

                       ( each pk = 1/ ((( = 1/ n ).

Geometrical probability

Definition: Let ( (  E1 ( E2, E3, ... ) be an equiprobable sample space, let  µ(( ) be finite, let µ(( ) ≠ 0, let A ( ( . Probability of the event A is the number P(A) = µ(A) / µ(( ), where µ is the „usual“ 1- ( 2-, 3-, ... ) dimensional measure in E1 ( E2, E3, ... ).

General case

- given a measure P on (  such that P(( ) = 1.
- for A ( ( : the probability of A is P(A).
Continuous sample space 
- hint of the construction of the probability measure P ( for general, not uniform probability ): 

f ... given continuous function ( probability density function ) such that ( ( D(f) and the measure of the set of all points „between“ ( and the graph of  f is 1. Then P(A) is the measure of the set of all points „between“ A and the graph of  f : P(A) = ∫  f (x) d x.

                                                                                                     A
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Remark: Uniform probability is a special case of the general probability distribution, when the function  f  is constant:  f (x) = 1/ µ(( ).
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Properties of probability

І. Basic properties

For each event A ( ( : 0 = P(( ) ≤ P(A) ≤ P(( ) = 1.

For mutually exclusive events A, B: P(A( B) = P(A) + P(B) ………additivity.

In the language of sets: For disjoint sets A, B: P(A( B) = P(A) + P(B).

( More precisely: For pairwise mutually exclusive events Ak ( k(N ):
P(A1( A2( ...( Ak( ...) = P(A1) + P(A2) + ...+ P(Ak) + ...  …........(-additivity. 

In the language of sets: For pairwise disjoint sets Ak ( k(N ):
P(A1( A2( ...( Ak( ...) = P(A1) + P(A2) + ...+ P(Ak) + ... . )

П. Derived properties

For arbitrary events A, B ( ( :

1 = P(( ) = P(A) + P(( A) ..………………...…..complement rule

If (A( B) then P(A) ≤ P(B) …………………..…monotonity

P(A( B) = P(A) + P(B) – P(A ( B)………...........inclusion – exclusion principle ( union rule )

P(A( B) = P(A) + P(( A ( B) …………………...mutually exclusive events A, (( A ( B)
Ш. Conditional probability, dependent and independent events

Notation: P(B/A) = P( B on condition that A occurs ).
Definition: Let A, B ( (  be events.

A, B are independent if  P(B) = P(B/A) and P(A) = P(A/B).

A, B are dependent if they are not independent.

IV. Product rule

Theorem: for arbitrary events A, B: P(A ( B) = P(A) ( P(B/A).

Consequence : for arbitrary events A, B: A, B are independent ( P(A(B) = P(A) ( P(B).

Statistics
Population 

- any nonempty finite set M.

Size of the population 

- number of elements (M( = n > 0.

Quantitative character 

- any function  x : M ( R.

Median ( median value ) 

- the middle value according to the monotone order of values. 

In case of even size of the population there are two “middle” values a, b and then the median is (a+b)/2.

Mood ( mode, modal value ) 

- the value of the character x with the greatest ( absolute or relative ) frequency of occurences. 

Arithmetic mean ( arithmetic average, average value, weighted average, expected value )

Definition: Let x be a quantitative character, let n be the size of  the population. 

The arithmetic mean 
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 of the character x is    

                                                                   An(x) = 
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Weighted average:         
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                                       where  n1 + n2 + … + nk    =  n

                                                   n1, n2, … , nk           =   absolute frequencies of the values 
                                                   n1/n, n2/n, … , nk/n  =  relative frequencies of the values
Expected value:             
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                                       where  p1, … ,pk  are relative frequencies or probabilities of values                                                          x1, x2, … , xk
Geometric mean ( geometric average ), harmonic mean ( harmonic average )

Definition: Let x be a quantitative character, let n be the size of  the population, let all xk>0 .

The geometric mean of the numbers xk is Gn(x) = 
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The harmonic mean of the numbers xk is  Hn(x) = 
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Notation: Let x be a quantitative character, let n be the size of  the population. Let us denote

mn(x) = min{x1,…,xn} , Mn(x) = max{x1,…,xn} .

Theorem: For arbitrary real numbers x1,…,xn > 0 the following holds: 

mn(x) ( Hn(x) ( Gn(x) ( An(x) ( Mn(x) and in each inequality the case of equality occurs if and only if x1=…=xn. ( The inequality Gn(x) ( An(x) is called the A-G inequality. )

Root – mean – square error ( standard error ), dispersion ( variancy ), 

coefficient of variation
Definition: Let x be a quantitative character, let n be the size of  the population, let 
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 be the arithmetic mean of the character x. The root – mean – square error of the character x is the value
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The dispersion ( variance ) of the character x is the value s2.

The coefficient of variation of the character x is the value s /(
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( The coefficient of variation can be expressed in the form of a real number or percentage. )

Theorem: Let x be a quantitative character, let n be the size of  the population, let 
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 be the arithmetic mean of the character x, let (>0 be a given real number. Let us denote

A((x) = { k( {1,…,n}; xk ( ( 
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Remark: the theorem asserts that the number of those values that do not belong to the interval ( 
[image: image21.wmf]x

-((s ; 
[image: image22.wmf]x

+((s ) is at most n/(2. In particular ( for (=3 ) the number of values outside of the interval ( 
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+3(s ) is at most 1/9 of the population.

Frequency diagrams

- horizontal axis: values of the character x.

- vertical axis: frequencies of occurrence of the values of x ( relative frequencies in the form of real numbers or in the form of percentage, or absolute frequencies ).

- frequency polygon, histogram ( block diagram, column diagram ), …
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